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Fignre 1+ Tan. 10 reieeted images in the MNIST resting ser fonnd hy twa methads The nimber ahove image
is the predicted uncertainty score (ours) or the entropy of the prediction (baseline). For the top-2 images, our
‘method chooses images that are hard to recognize, while that of the baseline can be identified unambiguously by
human.

Rl K¢

THE UNIVERSITY OF TOKYO

9 9 9 9 9

9 9 9
M o]glalalafo]o]o)
L)

~== uncertain score

prediction probability

o
o

rotation angle ©

— e gblers

wraining aceuracy

Ours R

urs
Coverage | (et Single Model)  (Best per coverage)

0.8220.01
220057 + 0.07 0.60 £ 0.01
200,51 +0.05 0.53 £ 0.01

Table 3: SVHN. The number is error percentage on the covered dataset; the lower the better. We see that our
method achieved competitive results across all coverages. It is the SOTA method at coverage (0.85,1.00).
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3.58 3.58
192 1.62
1.10 093
0.78 0.56
0.55 0.35+0.09

Table 5: Cats vs. Dogs. The number is error percentage on the covered dataset; the lower the better. This dataset
is a binary classification, and the input images have larger resolution.




